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Extending the study of visual working memory: 
sequences and learning

• Visual working memory can be modeled with Gaussian + uniform mixtures 
(Zhang & Luck, 2008; Bays & Husain, 2008; Bays & Husain, 2009; Gorgoraptis et al., 2011; Bays et al., 2011; 
Zokaei et al., 2011; Zhang & Luck, 2011)

• Memory resolution • Memory capacity
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Discrete fixed-resolution representations in visual
working memory
Weiwei Zhang1,2 & Steven J. Luck2

Limits on the storage capacity of working memory significantly
affect cognitive abilities in a wide range of domains1, but the
nature of these capacity limits has been elusive2. Some researchers
have proposed that working memory stores a limited set of
discrete, fixed-resolution representations3, whereas others have
proposed that workingmemory consists of a pool of resources that
can be allocated flexibly to provide either a small number of high-
resolution representations or a large number of low-resolution
representations4. Here we resolve this controversy by providing
independent measures of capacity and resolution. We show that,
when presented with more than a few simple objects, human
observers store a high-resolution representation of a subset of
the objects and retain no information about the others. Memory
resolution varied over a narrow range that cannot be explained in
terms of a general resource pool but can be well explained by a
small set of discrete, fixed-resolution representations.

To separately measure the number of items stored in working
memory and the precision of each representation, we used a short-
term recall paradigm5,6 in which subjects report the remembered
colour of a probed item by clicking on a colour wheel (Fig. 1a). If
the probed item has been stored in working memory, the recalled
value will tend to be near the original colour. If the probed item has
not been stored, then the observer will have no information about the
colour, and the responses should be random. These two types of trials
are mixed together in the data (Fig. 1b), but the components can be
recovered via standard estimation methods. This produces one para-
meter (Pm) representing the probability that the probed item was
present in memory at the time of the probe and another parameter
(s.d.) representing the precision of the representation when the cued
item was present in memory.

Experiment 1 (N5 8) tested this model using set sizes of 3 or 6
coloured squares (Fig. 1c). s.d. did not vary significantly across set
sizes (F, 1), whereas Pm was approximately twice as great at set
size 3 as at set size 6 (F(1,7)5 761.26, P, 0.001). Our simple
fixed-resolution model provided an excellent quantitative fit to the
data, whereas amodel in which all items are encoded could not fit the
data (see Supplementary Notes). This result rules out the entire class
of working memory models in which all items are stored but with a
resolution or noise level that depends on the number of items in
memory5. Control experiments demonstrated that these results can-
not be explained by a lack of time to encode the items or by a lack of
sensitivity, and additional analyses demonstrated that the observers
remembered continuous colour values rather than colour categories
(see Supplementary Notes).

These results demonstrate that observers store a small number of
representations with good precision. However, it is possible that
performance is influenced both by a limited number of ‘storage slots’
and a limited pool of resources7. As an analogy, consider three cups
(the slots) and a bottle of juice (the resource). It would be impossible

to serve juice to more than three people at a time, but it would be
possible to pour most of the juice into a single cup, leaving only a few
drops for the other two cups. Thus, allocating most of the resources
to a single representation could increase the precision of that repre-
sentation, leaving ‘only a few drops’ of resources for the other repre-
sentations, which would then be highly imprecise. We call this the
‘slots1resources’ model.

The storage of information in visual working memory could
instead be an all-or-none process that either creates a representation
of a given precision or creates no representation at all. This would be
analogous to a limited set of prepackaged juice boxes of a fixed size.
The juice boxes are still a type of resource, but one that is highly
constrained by the small number and fixed size of each box. That is, if
three juice boxes are available, an individual could be given 0, 1, 2 or 3
boxes. Similarly, if threememory slots are available, all three could be
used to represent a single object. If each representation stores an
independent sample of the stimulus, and observers simply report
the average of the three representations at the time of test, this will
lead to an increase in the precision of the report. We call this the
‘slots1averaging’ model. Note that storing a single object inmultiple
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Figure 1 | Experimental approach and results of experiment 1. a, Colour
recall task. b, Mixture model of performance, showing the probability of
reporting each colour value given a sample colour at 180u. When the probed
item is present in memory, the reported colour tends to be near the original
colour (blue broken line). When the probed item is not present in memory,
the observer is equally likely to report any colour value (red broken line).
When collapsed across trials, the data comprise a mixture of these two trial
types (solid line), weighted by the probability that the probed item was
stored inmemory. c, Results of experiment 1 (N5 8).Pm and s.d. are defined
in the text.
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Extending the study of visual working memory: 
sequences and learning

• Visual working memory can be modeled with Gaussian + uniform mixtures 
(Zhang & Luck, 2008; Bays & Husain, 2008; Bays & Husain, 2009; Gorgoraptis et al., 2011; Bays et al., 2011; 
Zokaei et al., 2011; Zhang & Luck, 2011)

• Two new domains of investigation:

• Serial position effects

• Effects of increased familiarity

• Memory resolution • Memory capacity



Model sequence



Imitated sequence



Segmentation



Directional error



Studying learning using these sequences

• Participants saw and reproduced each stimulus several times in succession.

• Measured directional error for each segment on each presentation of every 
trial.

Dataset Segments in 
stimulus

Presentations 
per trial

Number of 
trials

Number of 
subjects Published in

A 5 4 76 12 Agam et al. (2007)

B 5 4 88 12 Noyce & Sekuler, in prep

C 5 4 88 9 Noyce & Sekuler, in prep

D 6 5 76 12 Agam et al. (2007)

E 6 5 72 8 Maryott, Noyce & Sekuler (2011)

F 6 5 72 11 Maryott, Noyce & Sekuler (2011)



• Created distributions of errors for each participant × segment × repetition.

• Fitted Gaussian + uniform model, recorded two parameters:

• SD of the Gaussian reflects memory 
resolution

• Proportion of trials within the Gaussian 
component relates to memory capacity

• Assessed serial position dynamics of each parameter.

Assessing memory’s resolution and capacity



Memory resolution: 5-segment stimuli
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Memory capacity: 5-segment stimuli

P(response drawn from memory)

0.7

0.8

0.9

1.0

A

0.7

0.8

0.9

1.0

B

0.7

0.8

0.9

1.0

1 2 3 4 5

C

1
2

3
4

Presentation

1 2 3 4 5
0.7

0.8

0.9

1.0

Segment serial position



Memory resolution: 6-segment stimuli
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Memory capacity: 6-segment stimuli
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Serial position dynamics of resolution

• SD has a strong serial position curve that quickly flattens and hits ceiling.

• There is a limit on how precisely memory representations can be 
maintained, and that limit is reached quickly for most items.

• Serial-position-curve flattening mostly derives from SD changes.

• Serial position dynamics suggest that remembering an already-familiar 
item requires fewer resources. 

1 2 3 4 5 6



Serial position dynamics of capacity

• P(response drawn from memory) shows gradual increase and gradual 
flattening over repeated exposures.

• Steady improvement in accuracy derives from increases in P(memory) 
rather than decreases in SD. 

• With increased familiarity, people can more effectively get stimuli into 
memory.

• Chunking?

• Support from LTM?

• Other source of 
increased efficiency?



Conclusions

• Serial-position dynamics with learning derive from changes in both 
resolution and probability-of-memory.

• More resources are required to encode not-yet-familiar items, 
reducing the precision of short-term memory.

• Items are more successfully placed into memory as a sequence 
becomes familiar.
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